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Hints for HW3

» Period: January 1926 until December 2018
» CRSP_vw and CRSP_vwx: with / without dividends

» Don't spend to much time on Question 8 and 9
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Conditional Expectations

Consider E[X]Y].
» If X and Y are independent, then E[X|Y] = EX
» If X is o(Y)-measurable, then E[X|Y] = X. In particular,
E[f(Y)[Y] = f(Y)
> E[Xf(Y)|Y]=f(Y)E[X|Y] (pulling out known factors)
» E[E[X]|Y]] = E[X]. Law of Iterated Expectation

Q: Suppose that X, Y are i.i.d, what is E[X|X + Y].
Hint: What is E[X + Y|X + Y].
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Regression Review (Small/Finite Sample)

» Vector form:
Ve = X0+ et
» Matrix form:
y=XpB+e
In finite sample theory, we have 4 assumptions:
» (H1) Linear Model: y = X + ¢
» (H2) Strict Exogeneity: E[z;|X] =0
> Ely|X] = Xp3
> E[E,‘] =0
> Eleixii] = 0,V), k
> COV(&‘,‘,Xj,k) = O,V_j, k
» (H3) No Multicollinearity: rank(X) = K
» (H4) Spherical disturbance: Var(e|X) = 0?1,
> Conditional Homoskedasticity: E[e?|X] = 02, Vi
> No correlation: E[e;e;|X] = 0,Vi # j
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Regression Review (Large Sample)

» (Al): Linear model. y = X +¢

(A2): Ergodic stationarity: {y:, x;} is stationary and ergodic.
(If two processes are far enough, say xx and x;, as t — oo,
then they can be thought as "independent")

» (A3): (Predetermined regressors): E[x;c¢] =0, Vi, t. Define
gt = xtet, then E[g:] = 0.

(A4): E[x:x{] has full rank.

(A5): E[g:g;] < oo and g; is a martingale difference
sequence. Also, E[g:g}] has full rank.

A\

vV vV
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Regression Review (Large Sample)

> Under A1-A4 = plimr_, . 5 = 5.
» Additionally, if we have A5, then

VT(B - B) % N(0, Avar(B)) (1)
where
Avar(f) = T STY, T =Epax], S=Elgegl (2)
If x; is a scalar, then

E[tht]

Yo = 0% S=E[e], Avar(f) =

X

Remark: In lecture 3, Professor Valkanov wrote "intuitively"
Avar(3) = 02/02. This requires additional assumption that
E[xfe?] = E[x{]E[f]
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Econometric issues in return predictability
Consider the following system

v

re+1 = o+ Bdpr + €41
dpi+1 = p+ @dpe + Upp1
In this system, dp; is highly persistent (¢ ~ 1), 8 > 0.

Now we suppose that E[dp;_1£¢] = 0 by construction.
¢ tends to be downward biased. This is standard issue in OLS.

A 143
Eld] = o - 17

And B is upward biased, which means that we reject the null
of no predictability too often.
Ugu 14 3¢

E[3 - 8] = = (5)

Q: Why 0., <07 A p05|t|ve dp shock usually has no news
about dividends, so it means a negative p shock and a
negative r shock.

+0(1/T?) (4)

Usu
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Regression Review Question 1

1. Consider the following regression equation
Ye = a+ Bx; + & (6)

Assume that E[e¢|x;] = 0 for all ¢.
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Regression Review Question 1

(a) Prove that E[e¢|x;] = 0 implies E[e;x;] =0

Solution: By Law of lterated Expection, we have

Eleexe] = E[E[eexe|xe]] = E[xElec|xc]] = 0 (7)
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Regression Review Question 1

(b) Find the OLS estimator & and 3

Solution: Define

(0.8) = S (00 — 0 — x)? ®)
The FOCs are -
ZQ = —22T: (ye —a—Bxt) =
@:_zi(yt_a_m:o N
ap =

The first equation can be simplified as y = & + %. Substitute this
into the second equation, we get

b= Sy xeye — TXy
Zt 1Xt Tx2

(10)
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Regression Review Question 1

(c) Let 9y := & + th. Define e; = y;: — y;. Show that

Solution: We have

T T .
Z € = Z(Yt — & — Bxt) (11)

Note that this is just the first FOC.
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Regression Review Question 1

(d) Show that 3 is unbiased, i.e. E[3]|X] = 3, where
X=(a, e xr)

Solution: Note that

A Yl xey: — TXy > 1 xElye X] — TXE[y|X]
w2 | ST - B
(12)
and
Ely:| X] = Ela + Sxt + €¢|X] = o + Bxe (13)
Then
1 T
Ely|X] = 71[‘3[2 yelX] = a+ Bx (14)
t=1

Substituting those two equations into equation (12) yields
E[B|X] = (15)
Notes: Unbiased property requires E[e|X] = 0.
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Regression Review Question 1

(e) Now, consider the following regression equation

Yt = Bxt + €¢

Find the OLS estimator 3. Calculate 3.7, e; again.

Solution: Now

Q(B) =D (re — Bxe)?

The FOC gives us

T
80(6) =_2 Z(Yt _ ,8Xt)Xt —
p =

Now Z;rzl e is not necessarily to be 0.

ie _iy Zt 1 XtV
2 t t —

=1 Y1 x

T

_ thl XtYt

- T
2ot=1 Xt2

Z Xt

t=1

(16)

(17)
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Regression Review Question 2

2. Consider the following AR(1) process
Xt = pXt_1 + €t (20)

where |p| < 1, {e:}52, is white noise with variance 0. Suppose
that E[x;—1¢] = 0.
(a) Is the OLS estimator p unbiased? Is j consistent?

Solution: No, p is biased. Since unbiased estimation requires that
E[e¢|X] = 0, meaning ¢, is uncorrelated with all x;, both past and
future. Obviously here ¢; is correlated to future x;.

But p is consistent. Consistency only requires predetermined
explanatory variables, i.e. E[x;_1e¢] = 0.
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Regression Review Question 2
(b) Find E[x;] and Var(x;)

Solution: There are some tricks here. If we impose x; is stationary
here, then E[x;] = E[x;—1], Var(x;) = Var(x;—1). Hence

E[x;] = pE[x¢_1] = E[x;] = 0 (21)

2

(22)

Var(x;) = p*Var(x;_1) + 0 = Var(x;) = : g >

—p
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Regression Review Question 3

3. Consider the following regression

Ye =a+ Byr1+ u;
ur = Ve +0viq

where v; is i.i.d with mean 0 and variance 2. Is the OLS
estimator 5 unbiased? Is it consistent?

Solution: Consider

COV(yt_]_, Ut) = COV(Vt_]_ 4+ Ovi_o, v¢ + 9Vt—1) — fo2

Hence it is biased and not consitent.
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